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## Introducción

La revolución en el procesamiento del lenguaje natural (NLP) impulsada por los Modelos de Lenguaje Grandes (LLMs, por sus siglas en inglés) ha transformado radicalmente la capacidad de las máquinas para comprender, generar y razonar con el lenguaje humano, impactando campos como la sumarización, la búsqueda semántica y el razonamiento autónomo (Roll, D. S et al 2025). Sin embargo, a pesar de sus ~~impresionantes~~ capacidades, los LLMs exhiben limitaciones fundamentales, incluyendo la propensión a **generar "alucinaciones"** (información plausible pero factual y contextualmente incorrecta). Debido a la dependencia de una base de conocimiento estática y a menudo desactualizada, y la falta de transparencia o trazabilidad en sus procesos de razonamiento (Roll, D. S et al 2025), estas deficiencias se acentúan en dominios especializados y en la gestión de conocimiento de "cola larga", donde la precisión factual y la consistencia son críticas (Yang, Z et al 2025).

Los grandes modelos de lenguaje exhiben limitaciones fundamentales, incluyendo la propensión a generar “alucinaciones” (información plausible pero factual y contextualmente incorrecta). Debido a la dependencia de una base de conocimiento estática, con la que fue entrenado el modelo, es decir no tiene en cuenta información actualizada, y debido también a la falta de transparencia o trazabilidad en sus procesos de razonamiento (Roll, D. S et al 2025), estas alucinaciones se acentúan en dominios especializados y en conocimientos poco representados, pero potencialmente muy valiosos, donde la precisión factual y la consistencia son criticas (Yang, Z et al 2025)

Una solución prominente para mitigar estas limitaciones es la **Generación Aumentada por Recuperación (RAG, por sus siglas en inglés)**.( Yunfan Gaoa et al 2024; Roll, D. S et al 2025). En el esquema canónico de RAG, el sistema tiene acceso a un amplio corpus externo de registros textuales y recupera un subconjunto de ellos que sean individualmente relevantes para la consulta que se le haga al LLM y que, en conjunto, sean lo suficientemente pequeños para caber en la ventana de contexto del modelo (Darren Edge et al 2025). La **ventana de contexto** de un LLM es la cantidad máxima de texto (en tokens) que el modelo puede procesar y “recordar” simultáneamente durante una interacción.

Aunque el RAG convencional ha demostrado ser eficaz en mejorar la precisión factual y reducir las alucinaciones para preguntas que pueden responderse con información localizada dentro de un conjunto reducido de registros (Darren Edge et al 2025), esta técnica presenta sus propias limitaciones a la hora de realizar consultas de comprensión o interpretación global (sensemaking queries) (Darren Edge et al 2025), es decir, aquellas que requieren una comprensión global del conjunto de datos. Las tareas de sensemaking requieren razonamiento sobre conexiones entre personas, lugares y eventos con el fin de anticipar sus trayectorias y actuar de forma efectiva (Klein et al., 2006). Además, RAG tiene una dependencia de la calidad y organización del corpus externo, así como una debilidad con los datos dispersos o estructurados jerárquicamente (Xie, X et al 2025). Los sistemas RAG tradicionales, al basarse en la recuperación de documentos planos, a menudo pasan por alto las jerarquías contextuales y las relaciones entre entidades, lo que reduce la interpretabilidad y la capacidad de los LLMs para "conectar los puntos" a través de piezas de información dispares (Jonathan & Steven, 2024; Knollmeyer, S 2025) y responder a preguntas de comprensión global y contextual especialmente en dominios específicos u complejos.

Para abordar estas deficiencias, ha surgido el **GraphRAG**, un paradigma avanzado que integra la fortaleza de los grafos de conocimiento (KGs, por sus siglas en inglés) con las capacidades generativas de los LLMs (Xie, X et al 2025). GraphRAG utiliza un LLM para construir un grafo de conocimiento, donde los nodos representan entidades clave del corpus y los arcos (edges) representan relaciones entre ellas (Darren Edge et al 2025). Los KGs ofrecen una representación semántica rica e interpretable (Roll, D. S et al 2025) del corpus. Al aprovechar los KGs, GraphRAG no solo mejora la comprensión global y contextual, sino que también fomenta la exhaustividad, diversidad y relevancia en las respuestas de los LLMs (Darren Edge et al 2025), reduciendo drásticamente la ocurrencia de alucinaciones al anclar las generaciones en una base factual estructurada y verificable (Xie, X et al 2025).

La eficacia de GraphRAG se ha demostrado en diversos dominios, desde el diagnóstico de fallas de aeronaves (Xie, X et al 2025) y la identificación de desechos orbitales (Roll, D. S et al 2025) hasta la búsqueda inteligente en la industria minera (Li, B 2025) y sistemas de gobierno electrónico (Papageorgiou, G 2025). En particular, en un estudio se demostró que el enfoque de GraphRAG superó significativamente al **RAG convencional** tanto en los criterios de **comprension** como de **diversidad** a través de distintos conjuntos de datos, mostrando una victoria del GraphRAG en el 65% - 80% de los casos (Darren Edge et al 2025).

enfoques como HybridRAG han logrado reducir las tasas de alucinación en más del 7% y mejorar la puntuación F1 en al menos un 4% en comparación con los *baselines* de RAG convencionales (Xie, X et al 2025).

Además, la implementación de GraphRAG habilitado con Neo4j ha mostrado una **reducción notable en las alucinaciones**, llegando a "cero alucinaciones" en ciertas tareas cualitativas (Roll, D. S et al 2025). Estos sistemas suelen emplear **Neo4j** como base de datos de grafos, gracias a su robustez, madurez y capacidades para modelar y consultar datos interconectados a través de su modelo de grafo de propiedades y el lenguaje de consulta Cypher (Xie, X et al 2025).

La plataforma **Hugging Face (HF)** se ha consolidado como un centro crucial para el desarrollo y la colaboración en proyectos de *Machine Learning*, facilitando el intercambio de modelos preentrenados, conjuntos de datos y *espacios* (Ait et al 2024). **HFCOMMUNITY** es una herramienta que recopila y organiza información sobre los repositorios y discusiones de la comunidad en el HFH en una base de datos relacional, ofreciendo conceptos específicos del dominio y permitiendo la exploración mediante lenguajes tipo SQL (Ait et al 2024). Aunque HFCOMMUNITY facilita el análisis de datos mediante su estructura relacional, la vasta y compleja red de interconexiones entre modelos, conjuntos de datos, usuarios, discusiones y sus metadatos intrínsecos (91,616,030 de entidades y 115,051,895 de relaciones) no se explota completamente en un formato que permita un razonamiento semántico profundo y consultas en lenguaje natural transparentes. El trabajo (Ait et al 2024). señala como trabajo futuro la aplicación de técnicas basadas en NLP para extraer información adicional de las descripciones de los repositorios, lo que podría generar "datos de anotación de grano fino para análisis de explicabilidad", un área que se alinea perfectamente con las capacidades de GraphRAG.

Esta tesis aborda la creciente necesidad de sistemas de inteligencia artificial que no solo generen respuestas fluidas, sino que también demuestren precisión factual, trazabilidad y una comprensión contextual y global profunda en dominios especializados. **En esta investigación diseño e implemento un sistema GraphRAG** que permite consultas en lenguaje natural sobre la base de datos de Hugging Face, implementando grafos de conocimiento en Neo4j, una base de datos orientada a grafos que almacena y gestiona información mediante nodos, relaciones y propiedades.

A diferencia de las aproximaciones existentes que utilizan métodos RAG tradicionales, en este trabajo me centro en la construcción de un grafo de conocimiento estructurado en Neo4j a partir de los datos de HFCOMMUNITY y este lo integro como insumo principal del sistema de GraphRAG. La originalidad de esta investigación radica en la aplicación pionera de un *framework* GraphRAG específicamente diseñado para capitalizar y explotar el potencial en la naturaleza interconectada de los modelos, datasets y aplicaciones en el Hugging Face Hub. Al hacer esta integración, no solo logro la ejecución de consultas complejas en lenguaje natural con una mayor precisión contextual, un entendimiento global y una reducción significativa de las alucinaciones, sino que también ofreceré una trazabilidad inherente en el razonamiento de las respuestas, algo crucial para la confianza y la auditabilidad de las respuestas del modelo.

La metodología de esta tesis incluirá la extracción y estructuración de entidades y relaciones clave de la base de datos HFCOMMUNITY para construir un grafo de conocimiento detallado en Neo4j. Se implementarán estrategias de recuperación híbridas que combinarán la traversión del grafo con técnicas de incrustación densa (utilizando modelos como Sentence-BERT o MiniLM) para contextualizar las consultas en lenguaje natural (Roll, D. S et al 2025). Posteriormente, se detallará el proceso de aumento del *prompt* de un LLM (e.g., LLaVA, GPT-4.1-mini o Qwen2-72b) con los subgrafos relevantes recuperados y se evaluará la capacidad del sistema para generar respuestas precisas, explicables y factuales. Finalmente, se presentarán los resultados de las evaluaciones cuantitativas y cualitativas que demuestren la eficacia del sistema propuesto en la reducción de alucinaciones y la mejora de la calidad de las respuestas en comparación con *baselines* de RAG convencionales.
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